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The sum  of binomially distributed random variables

Let the X i  (i = 1, . . . , k) be binomially distributed with the 

same parameter p (but with  different ni). Then the 

distribution of  their sum is distributed as

X1 + · · · + Xk ∼ Bin(n1 + · · · + nk ,p)

because the sum represents the number of  successes in a 

sequence of  n1 + · · · + nk identical  Bernoulli trials.
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Multinomial distribution

Consider a sequence of n identical trials but now each trial has k (k ≥ 2) different outcomes.

1 2 kLet the probabilities of the outcomes in a single experiment be p , p , . . . , p (σ𝑖=1
𝑘 𝑝𝑖 = 1)

Denote the number of occurrences of outcome i in the sequence by N i. The problem is to

calculate the probability p(n1, . . . , nk) = P{N1 = n1, . . . , Nk = nk} of the joint event {N1 =

n1, . . . , Nk = nk}.

Define the generating function of the joint distribution of several random variables N1, . . . , Nk

by

N N1 k
1 k 1 kG(z , . . . , z ) = E[z · ··z ] = n1

1 k 1p(n , . . . , n )z ···z kn 
k

After one trial one of the N i  is 1 and the others are 0. Thus the generating function corresponding

one trial is (p1z1 + ···+ pkzk).

The generating function of n independent trials is the product of the generating functions of  a

single trial, i.e. (p1z1 + ···+ pkzk)n.

From the coefficients of different powers of the zi variables one  identifies

p(n1, . . . , nk) =
n!

1 kn ! ···n ! 1
n1 nkp ···pk

when n1 + . . . + nk = n,  

0 otherwise



𝑛1=0

∞

… 

𝑛𝑘=0

∞
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7.3. Geometric(p) distribution

Definition: If X ∼ Geometric(p), then X represents the number of trials 
until we get a success. The p.m.f. of r.v. X is defined as follows:
pX (i) = P{X = i} = (1 − p)i−1 p,           where i = 1, 2, 3, . . . (105)

Mean and variance take the following form:

E[X] = V[X] = (106)

Lecture: Reminder of probability 52

Geometric(p),   p=0.5

𝑝

1 − 𝑝
𝑝

(1 − 𝑝)2

Repeating independent Bernoulli(p) experiments until the first success.

p is the probability of success
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V i e w  1 - Shifted Geometric distribution X ∼Geom(p)

X  represents the number of failures in a sequence of independent Bernoulli trials (with 

the  probability of success p) needed before the first success occurs

pi = P{X = i} = (1 − p)ip i = 0,1, 2, . . .

𝐺(𝑧) = 𝑝σ𝑖=0
∞ (1 − 𝑝)𝑖𝑧𝑖 =

𝑝

1− 1−𝑝 𝑧

𝐸 𝑋 =
1 − 𝑝

𝑝

𝑉 𝑋 =
(1 − 𝑝)

𝑝2

nrv
Typewriter
احتمال اینکه اولین موفقیت بعد از n آزمایش باشد چیست
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View 2:Geometric distribution    X ∼Geom(p)

X  represents the number of trials in a sequence of independent Bernoulli 

trials (with the  probability of success p) needed until the first success 

occurs

pi = P{X = i} = (1 − p)i−1p                   i = 1, 2, . . .

Generating function

𝐺(𝑧) = 𝑝σ𝑖=1
∞ (1 − 𝑝)𝑖−1𝑧𝑖= 

𝑝𝑧

1− 1−𝑝 𝑧

This can be used to calculate the expectation and the variance:

ቤ𝐸 𝑋 = 𝐺′ 1 =
p(1 − (1 − p)z) + p(1 − p)z

(1 − (1 − p)z)2
𝑧=1

=
1

𝑝

𝐸 𝑋2 = 𝐺"(1) + 𝐺′ 1 =
1

𝑝
+
2(1 − 𝑝)

𝑝2

𝑉 𝑋 = 𝐸 𝑋2 − 𝐸[𝑋]2 =
(1 − 𝑝)

𝑝2

Geometric(p),   p=0.5
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P{X > n} =

Geometric  distribution (continued)

The probability that for the first success one needs more than n trials

= (1 −p)n

Memoryless property of geometric distribution

P{X > i + j |X > i}

= =  P{X > j}

If there have been i unsuccessful trials then the probability that for the first success one needs

still more than j new trials is the same as the probability that in a completely new sequence of

trails one needs more than j trials for the first success.

This is as it should be, since the past trials do not have any effect on the future trials, all of

which are independent.



𝑖=𝑛+1

∞

𝑝𝑖

(1 − 𝑝)𝑖+𝑗

(1 − 𝑝)𝑖

= 
P{X > i + j ∩X > i}

P{X > i}
=

P{X > i + j}

P{X > i}
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Negative  binomial distribution X ∼ NBin(n, p)

X  is the number of trials needed in a sequence of Bernoulli trials needed for n  successes.

If  X  = i , then among the first ( i  − 1) trials there must have been n − 1 successes and the  

trial i  must be a success. Thus,

if  i  ≥n

0 otherwise

The number of trials for the first success ∼ Geom(p). Similarly, the number of trials needed  

from that point on for the next success etc. Thus,

( i.i.d.)X = X1 + ···+ Xn where X i ∼Geom(p) 

Now, the generating function of the distribution is

The point probabilities given above  

can also be deduced from this g.f.

The expectation and the variance are n times those of the geometric distribution

Pr 𝑋 = 𝑖 =
𝑖 − 1

𝑛 − 1
𝑝𝑛−1(1 − 𝑝)𝑖−𝑛. 𝑝 =

𝑖 − 1

𝑛 − 1
𝑝𝑛(1 − 𝑝)𝑖−𝑛

𝐺(𝑧) = (
𝑝𝑧

1 − 1 − 𝑝 𝑧
)𝑛

𝑉 𝑋 = 𝑛
1 − 𝑝

𝑝2
E 𝑋 =

𝑛

𝑝
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7.4. Poisson(λ) distribution 

Definition: X  is a non-negative integer-valued random variable with the point 
probabilities 

pi = P{X = i} =
λ𝑖

𝑖!
𝑒−λ i = 0,1, (107)

Mean and variance are as follows:

E[X] = λ, V[X] = λ. (108)

Lecture: Reminder of probability 53

Poisson(λ), λ =2

X ∼ Poisson(λ), 
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Poisson distribution X  ∼Poisson(λ)

G(z) = e(z−1) λ

As we saw before, this generating function is obtained as a limiting form of the generating

function of a Bin(n, p) random variable, when the average number of successes is kept fixed,

np = λ, and n tends to infinity.

Correspondingly, X ∼ Poisson(λt) represents the number of occurrences of events (e.g. ar-

rivals) in an interval of length t from a Poisson process with intensity λ:

• the probability of an event (‘success’) in a small interval dt is λdt

• the probability of two simultaneous events is O(λdt)

• the number of events in disjoint intervals are independent

pi = P{X = i} =
λ𝑖

𝑖!
𝑒−λ i = 0, 1, . . .

The generating function

𝐺 𝑧 =

𝑖=0

∞

𝑝𝑖𝑧
𝑖 = 𝑒−λ 

𝑖=0

∞
(𝑧λ)𝑖

𝑖!
= 𝑒−λ𝑒𝑧λ
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Poisson  distribution (continued)

Poisson distribution is obeyed by e.g.

• The number of arriving calls in a given interval

• The number of calls in progress in a large (non-blocking) trunk group

⇒

Expectation and variance

𝐸 𝑋 = 𝐺′(1) = ቤ
𝑑

𝑑𝑧
𝑒 𝑧−1 λ

𝑧=1

= λ

𝐸 𝑋2 = 𝐺" 1 + 𝐺′(1) = λ2 + λ

𝑉 𝑥 = 𝐸 𝑋2 − 𝐸 𝑋 2 = λ2 + λ − λ2 = λ

𝑉 𝑥 = λ𝐸 𝑥 = λ
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Properties of Poisson  distribution

1. The sum of Poisson random variables is Poisson distributed.
X = X1 + X2, where X1 ∼ Poisson(λ1), X2 ∼ Poisson(λ2)

⇒ X ∼Poisson(λ1 + λ2) 

Proof:
(z−1) λ1 (z−1) λ2GX1(z) = e ,GX2(z) = e

(z−1) λ1  (z−1) λ2 (z−1)(λ1+ λ2)GX(z) = GX1(z)GX2(z) = e e = e

2. If the number, N , of elements in a set obeys Poisson distribution, N ∼ Poisson(λ), and one makes a

random selection with probability p (each element is independently selected with this probability),

then the size of the selected set K ∼ Poisson(p λ).

Proof: K  obeys the compound distribution

K = X1 + ···+ XN, where N ∼ Poisson(λ) and X i  ∼ Bernoulli(p)

GX(z) = (1 − p) + pz, GN (z) = e(z−1) λ

GK(z) = GN (GX(z)) = e (GX (z)−1) λ = e[(1−p)+pz−1] λ = e(z−1)p λ
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Properties of Poisson distribution  (continued)

N ~ Poisson(λ)

p1 p2

N1 N2

3. If the elements of a set with size N ∼ Poisson(λ)

are randomly assigned to one of two groups 1 and 2

with probabilities p1and p2 = 1−p1, then the sizes

of the sets 1 and 2, N1 and N2, are independent

and distributed as

N1 ∼ Poisson(p1λ), N2 ∼Poisson(p2λ)

Proof: By the law of total probability,

P{N1 = n1, N2 = n2}

multinomial distribution Poisson distribution

=

1

= P{N1 = n1} · P{N2 = n2}

The joint probability is of product form ⇒ N1 are N2 independent. The factors in the  

product are point probabilities of Poisson(p1λ) and Poisson(p2λ) distributions.

Note, the result can be generalized for any number of  sets.

= 

𝑛=0

∞

P{N1 = n1, N2 = n2 |N = n} × P{N = n}

ቤ
𝑛!

𝑛1! 𝑛2!
𝑝1
𝑛1𝑝2

𝑛2
λ𝑛

𝑛!
𝑒−λ

𝑛=𝑛1+𝑛2
=     

𝑝1
𝑛1𝑝2

𝑛2

𝑛1!𝑛2!
λ𝑛1+𝑛2𝑒−λ(𝑝1+𝑝2)

=     
(𝑝1λ)𝑛1
𝑛1!

𝑒−𝑝1λ×
(𝑝2λ)𝑛2
𝑛2!

𝑒−𝑝2λ
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7.5 Generating function of the complementary distribution

Let X be a random variable that assumes integer k with probability 
𝑝𝑘 and let 𝑞𝑘 be the distribution for its tails:

𝑞𝑘 = P{X >k} =𝑝𝑘+1 + 𝑝𝑘+2 +⋯

We denote the PGF of {𝑝𝑘 } by P(z) and the generating function of 
{𝑞𝑘} by Q(z). Then it is not difficult to find the following simple 
relation:

𝑄 𝑧 =
1 − 𝑃(𝑧)

1 − 𝑧

Lecture: Reminder of probability 53
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Distributions and Their Relationships


